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Abstract—Content based image retrieval is 

the method of retrieving the image from the 

database on the basis of content. content may 

be refer as color, text, shape, sketch or any 

other information that can be derived the 

image itself[1]. Here we show various image 

retrieval method which is used in sketch 

content.  

 We have studied EHD, HOG and SIFT. 

Overall, the results show that the sketch based 

system allows users an intuitive access to 

search-tools.[2]. In this paper show the 

comparison with the EHD, HOG and SIFT 

methods. 

 This paper aims to introduce the problems 

and challenges concerned with the design and 

the creation of SBIR systems, which is based 

on a free hand sketch (Sketch based image 

retrieval – SBIR). With the help of the existing 

methods, a possible solution is describe and 

represent how to design and implement a task 

specific descriptor, which can overcome the 

informational gap between a sketch and a 

colored image. It is an opportunity for the 

efficient search hereby.  
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1. INTRODUCTION 

Content-based image retrieval (CBIR), 

also known as query by image content (QBIC) 

and content based visual information retrieval 

(CBVIR) is used for computer vision to the 

image retrieval problem. The problem is 

searching for digital images in large databases.  

The Content based means that the search 

will analyze the actual contents of the image 

widely used to describe the process of 

retrieving desired images from a large 

collection on the basis of content or feature 

(such as color, texture, shape, sketch etc.). with 

the help of content can be extracted the images 

themselves. The features used for retrieval can 

be primitive or semantic, but the extraction 

process must be predominantly automatic.  

A CBIR system consists of three major 

components and its variations are depend on 

features used. 

i. Feature extraction – Examine raw 

image data to essence feature 

specific information. 

ii. Feature storage – Provide 

efficient storage for the extracted 

information, also help to improve 

searching speed. 

iii. Similarity measure – Measure the 

difference between images for 

determining the relevance between 

images. 

2. IMAGE RETRIEVAL THROUGH 

SKETCH 

A sketch based system can play very 

important and efficient roll in many areas of 
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the real life. In some cases we can recall our 

minds with the help of figures or drawing. 

Because human is able to recall visual 

information using shape an object or an 

arrangement of color and object since human is 

a visual type, we find required images with the 

help of other image. In this case we search 

images using some features of image and these 

features are the keywords following paragraph 

some application possibilities are analyzed[3]. 

The CBIR systems have a big 

importance in the criminal investigation. The 

identification of petty images, tattoos and 

graffitist can be supported by these systems. 

Similar applications are implemented in [4], 

[5]. 

Another possible application area of 

sketch based information retrieval is the 

searching of analog circuit graphs from a big 

database [7]. The user has to make a sketch of 

the analog circuit, and the system can provide 

many similar circuits from the database. 

The Sketch-based image retrieval (SBIR) 

was introduced in QBIC [8] and VisualSEEK 

[9] systems. In these systems the user draws 

color sketches and blobs on the drawing area. 

The images were divided into grids, and the 

color and texture features were determined in 

these grids. The applications of grids were also 

used in other algorithms, for example in the 

edge histogram descriptor (EHD) method [6]. 

3. EHD (EDGE HISTOGRAM 

DESCRIPTOR) CONCEPT  

Histogram characteristic is to represent the 

global feature composition of an image. It is 

fixed to translation and rotation of the images 

and normalizing the histogram leads to scale 

invariance. Suppressed the above properties, 

the histogram is considered to be very essential 

for indexing and retrieving images [10][11]. 

In EHD method, it show how to made global 

and semi-global edge histogram bins from the 

local histogram bins. Through various possible 

clusters of sub-images, in semi-global 

histograms used 13 patterns. These 13 semi-

global regions and the whole image space are 

adopted to define the semi-global and the 

global histograms respectively. These extra 

histogram information can be obtained directly 

from the local histogram bins without feature 

extraction process. Experimental results show 

that the semi-global and global histograms 

generated from the local histogram bins help to 

improve the retrieval performance[12]. 

 

Local Edge Histogram: The normative part of 

the edge histogram descriptor consists of 80 

local edge histogram bins [13][14]. The 

semantics of those histogram bins are 

described in the following sub-sections. 

To localize edge distribution to a certain 

area of the image, divide the image space into 

4x4 sub-images as shown in Figure 1. Then, 

for each sub-image, generate an edge 

histogram to represent edge distribution in the 

sub-image. for define different edge types, the 

sub-image is further divided into small square 

blocks called image-blocks. 

 

Figure 0. Definition of sub-image and image-block 

Edge Type: there are different types of image  
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Figure 1: Types of Images  

4. SEMANTICS OF LOCAL EDGE 

HISTOGRAM 

After the edge extraction from image-

blocks, we count the total number of edges for 

each edge type in each sub-image. Since there 

are five different edges, we can define five 

histogram bins for each sub-image. Then, since 

there are 4x4=16 sub-images, we have total 

16x5=80 bins for the edge histogram. By 

scanning sub images[14]. according to the 

order shown in Figure 1, the semantics of the 

bins are defined as in Table 1 

 

5. SEMANTICS OF LOCAL EDGE 

HISTOGRAM 

To achieve a high retrieval performance, 

the local histogram alone may not be sufficient 

Rather, we may need an edge distribution 

information for the whole image space and 

horizontal and vertical semi-global edge 

distributions also required. 

There are 13 different clusters and for 

each cluster we generate edge distributions for 

five different edge types. Consequently, we 

have total 80 bins(local) + 5 bins(global) + 65 

bins (13x5, semi-global) = 150 bins.  

Note that the bin values for all global and 

semi-global histograms can be obtained 

directly from the local histogram [12].  

 

Figure 2: Overall Histogram Semantics  

Advantages of EHD 

1) show how to construct global and semi 

global edge histogram bins from the 

local histogram bins. 

2) used 13 patterns for the semi-global 

histograms. 

3) Extra histogram information can be 

obtained directly from the local 

histogram bins without feature extraction 

process. 

4) Semi global and global histogram 

generated from the local histogram bins 

help to improve the retrieval 

performance.  

Disadvantages of EHD 

1) Not provide invariant opposite rotation, 

Scaling and translation. 

2) The development is to difficult and 

robust descriptor is emphasized. 

6. SIFT (THE SCALE INVARIANT 

FEATURE TRANSFORM) CONCEPT  

Face recognition is becoming an 

increasingly important for many applications 

Histogram Bins Semantics 

Local_Edge [0] Vertical edge of sub-

image at (0,0) 

Local_Edge [1] Horizontal edge of sub-

image at (0,0) 

Local_Edge [2] 45 degree edge of sub-

image at (0,0) 

Local_Edge [3] 135 degree edge of sub

-image at (0,0) 

Local_Edge [4] Non directional edge of 

sub-image at (0,0) 

Local_Edge [5] Vertical edge of sub-

image at (0,1) 

. 

. 

. 

. 

. 

. 

Local_Edge [78] 135 degree edge of sub

-image at (3,3) 

Local_Edge [79] Non-directional edge of 

sub-image at (3,3) 
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including human machine interfaces, 

multimedia, security, communication, visually 

mediated interaction and anthropomorphic 

environments. One of the most difficult 

problems is that the process of identifying a 

person from facial appearance has to be 

performed differently for each image, because 

there are so many conflicting factors altering 

facial appearance[19]. 

The approach of SIFT feature detection 

which is used for object recognition. the 

invariant features extracted from images can be 

used to perform reliable matching between 

different views of an object or scene. The 

features have been shown to be invariant to 

image rotation and scale and robust across a 

substantial range of affine distortion, addition 

of noise, and change in illumination. 

For each sketch query, gallery 

photograph, and each sketch/photo 

correspondence in our dictionary, we compute 

a SIFT feature representation. SIFT based 

object matching is a popular method for 

finding correspondences between images. 

Introduced by Lowe,[20] SIFT object matching 

consists of both a scale invariant interest point 

detector as well as a feature-based similarity 

measure. Our method is not concerned with the 

interest point detector as well as a feature-

based similarity measure. Our method is not 

concerned with the interest point detection 

aspect of the SIFT framework, but instead 

utilizes only the gradient-based feature 

descriptors (known as SIFT-features) [19]. 

SIFT method is implemented as the following 

stages:  

1) Creating the Difference of Gaussian 

Pyramid, 

2) Extrema Detection,  

3) Noise Elimination,  

4) Orientation Assignment,  

5) Descriptor Computation, 

6) Key points Matching. 

 

(a) 

 

Figure 3: The similarity between sketch and photo 

image patches of the same person (s = 32). (a) Plots of 

the SIFT descriptor computed of the sketch image (b) 

and the photo image (c). The SIFT descriptor was 

computed within the solid box of the sketch and photo. 

The two descriptors exhibit high levels of similarity 

despite being computed in different image domains. 

1)  Creating the Difference of Gaussian 

Pyramid :  

 In first stage to construct a Gaussian 

"scale space" function from the input image 

[20]. This is formed by convolution (filtering) 

of the original image with Gaussian functions 

of varying widths.  

The difference of Gaussian (DOG), D(x, 

y, σ), is calculated as the difference between 

two filtered images, one with k multiplied by 

scale of the other. 

D(x, y, σ) = L(x, y, kσ)-L(x, y, σ)  

  

 

(b) (c)  
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These images, L(x, y, σ), are produced from 

the convolution of Gaussian functions, G(x, y, 

kσ), with an input image, I(x, y). 

L(x, y, σ) = G(x, y, σ)*I(x, y) 

G(x, y, σ) = 1∕2πσ2 (exp{−( x2+y2)/2σ2}) 

First, the initial image, I, is convolved 

with a Gaussian function, G0, of width σ 0. 

Then we use this blurred image, L0, as the first 

image in the Gaussian pyramid and 

incrementally convolve it with a Gaussian, Gi, 

of width σi to create the ith image in the image 

pyramid, which is equivalent to the original 

image filtered with a Gaussian, Gk, of width kσ 

0. The effect of convolving with two Gaussian 

functions of different widths is most easily 

found by converting to the Fourier domain, in 

which convolution becomes multiplication i.e. 

 

The Fourier transform of a Gaussian 

function, eax2 is given by 

 

Substituting this into equation (4) and 

equating it to a convolution with a single 

Gaussian of width  we get  

 

Performing the multiplication of the two 

exponentials on the left of this equation and 

comparing the coefficients of -t2 gives: 

 

And so we get  

 

This subtle point is not made clear in the 

original paper, and it is important because after 

sub sampling of the low-passed filtered images 

to form the lower levels of the pyramid we no 

longer have access to the original image at the 

appropriate resolution, and so we cannot filter 

with Gk directly. 

2) Extrema Detection  

 This stage is to find the extrema points 

in the DOG pyramid. To detect the local 

maxima and minima of D(x, y, σ), each point 

is compared with the pixels of all its 26 

neighbors. If this value is the minimum or 

maximum this point is an extrema. We then 

improve the localization of the key point to sub 

pixel accuracy, by using a second order Taylor 

series expansion. This gives the true extrema 

location as: 

 

where D and its derivatives are evaluated at the 

sample point and is the 

offset from the sample point[19]. 

 

Figure 4: An extrema is defined as any value in the 

DOG greater than all its neighbors in 

scale-space 
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Advantages of SIFT: 

1) Perform reliable matching between 

different views of an object or scene 

2) image rotation and scale and robust 

across a substantial range of affine 

distortion, addition of noise, and change 

in illumination. 

3) The image gradient magnitudes 

orientations are sampled around the key 

point location 

Disadvantages of SIFT: 

1) Edges are poorly defined and usually 

hard to detect, but there are still large 

numbers of key points can be extracted 

from typical images. 

2) Perform the feature matching even the 

faces are small 

Hog (Histogram of Oriented Gradient 

descriptors) concept : 

 The essential thought behind the 

Histogram of Oriented Gradient descriptors is 

that local object appearance and shape within 

an image can be described by the distribution 

of intensity gradients or edge directions. The 

implementation of these descriptors can be 

achieved by dividing the image into small 

connected regions, called cells, and for each 

cell compiling a histogram of gradient 

directions or edge orientations for the pixels 

within the cell. The combination of these 

histograms then represents the descriptor. For 

improved accuracy, the local histograms can 

be contrast-normalized by calculating a 

measure of the intensity across a larger region 

of the image, called a block, and then using 

this value to normalize all cells within the 

block. This normalization results in better 

invariance to changes in illumination or 

shadowing[15]. 

 

Computing The Gradient : 

 Several gradient detectors tried 

 [1,-1], [1,0,-1], [1,-8,0,8,-1]  

 Unfiltered and Pre-filtered with Gaussian 

smoothing  

 Simplest [1,0,-1] proved best 

 Gaussian smoothing affected results 

negatively 

For color images 

 Compute each channel separately  

 Choose the largest value as the gradient 

for that pixel 

Advantages: 

1) It is examine for more database. 

2) The HOG in more cases it is much better 

than the EHD based retrieval.  

3) The edge Histogram descriptor not 

mainly look better for information poor 

sketch, while other case show better 

result can be achieve for more detailed 

this problem can be overcome by the 

Hog method. 

4) Capture edge or gradient structure that is 

very characteristic of local shape. 
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Disadvantages: 

Working on HOG-based detectors that 

incorporate motion information using block 

matching or optical flow fields. Finally, although 

the current fixed-template-style detector has 

proven difficult to beat for fully visible 

pedestrians, humans are highly articulated and we 

believe that including a parts based model with a 

greater degree of local spatial invariance[16]. 

Performance comparison : 

 
 Table 2: the performance of used method in sketch based 

system [2] 
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