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Abstract—Server Logs contain the various 

messages retrieved from the logging done 

during the whole system process. On a loaded 

server these logs contains huge log data 

which is required to be analyzed by the server 

administrators. For auditing and information 

management servers administrators require to 

process this huge information to collect 

relevant  information.  Information 

extraction (IE) is the task of automatically 

extract ing s tructured information 

from unstructured and/or semi-structured 

machine-readable documents. In most of the 

cases this activity concerns processing human 

language texts by means of natural language 

processing (NLP). Recent activities in 

multimedia document processing like 

automatic annotation and content extraction 

out of images/audio/video could be seen as 

information extraction. 

It has been found that application of 

incremental clustering has not been done very 

much in message extraction in the field of 

processing of event logs of any machine. 

Since event logs are the data sets which grow 

by the time and require that the clusters must 

be updated in real time with the growth of the 

event log. 

Since event logs are the huge set of datasets 

and grow rapidly as the system processing 

goes on, therefore, for extraction of data from 

it is variable and should grow by the time. In 

this work, it is being proposed to apply the 

incremental clustering to extract the data 

from the event log as per the characteristics 

provided by the users of the system. 

Incremental Clustering requires initial 

clusters to be decided in advance i.e. they 

must pre exist for processing. If the initial 

clusters are to be fixed, then there are several 

ways it can be achieved. The algorithm being 

proposed is a dynamic and novice algorithm 

for deciding the initial clusters dynamically. 

Keywords:— Incremental Clustering, Data 

Mining, System Log, Clustering, Message 

Type Mining. 

1. INTRODUCTION 

Message type or message cluster 

extraction is an important task in the analysis 

of server’s system logs in computer networks. 

Defining these message types automatically 

facilitates the automatic analysis of server’s 

system logs. When the message types that exist 

in a log file are represented explicitly, they can 

form the basis for carrying out other automatic 

application log analysis tasks. 

Due to the difficulty of the problem, 

current approaches to IE focus on narrowly 

restricted domains. An example is the 

extraction from news wire reports of corporate 

mergers, such as denoted by the formal 

relation: 

MergerBetween(company1, company2, date) 
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From an online news sentence such as: 

"Yesterday, New-York based Foo Inc. 

announced their acquisition of Bar Corp." 

A broad goal of IE is to allow 

computation to be done on the previously 

unstructured data. A more specific goal is to 

allow logical reasoning to draw inferences 

based on the logical content of the input data. 

Structured data is semantically well-defined 

data from a chosen target domain, interpreted 

with respect to category and context. 

Present significance 

The present significance of IE pertains to 

the growing amount of information available in 

unstructured form. Tim Berners-Lee, inventor 

of the world wide web, refers to the 

existing Internet as the web of documents and 

advocates that more of the content be made 

available as a web of data. Until this transpires, 

the web largely consists of unstructured 

documents lacking semantic metadata. 

Knowledge contained within these documents 

can be made more accessible for machine 

processing by means of transformation 

into relational form, or by marking-up 

with XML tags. Tasks and subtasks 

Applying information extraction on text, 

is linked to the problem of text 

simplification in order to create a structured 

view of the information present in free text. 

The overall goal is being to create a more 

easily machine-readable text to process the 

sentences. 

Message Extraction from Event Logs 

Event logs generated by applications that 

run on a system consist of independent lines of 

text data, which contain information that 

pertains to events that occur within a system. 

This makes them an important source of 

information to system administrators in fault 

management and for intrusion detection and 

prevention. With regard to autonomic systems, 

these two tasks are important cornerstones for 

self-healing and self-protection, respectively. 

Therefore, as we move toward the goal of 

building systems that are capable of self-

healing and self-protection, an important step 

would be to build systems that are capable of 

automatically analyzing the contents of their 

log files, in addition to measured system 

metrics [2], [3], to provide useful information 

to the system administrators.  

Message type descriptions are the 

templates on which the individual unstructured 

messages in any event log are built. Message 

types, once found, are useful in several ways:  

Compression. Message types can abstract the 

contents of server’s system logs. We can 

therefore use them to obtain more concise and 

compact representations of log entries. This 

leads to memory and space savings.  

Indexing. Each unique message type can be 

assigned an Identifier Index (ID), which in turn 

can be used to index historical server’s system 

logs leading to faster searches. In [8], the 

authors demonstrated how message types can 

be used for log size reduction and indexing of 

the contents of event logs.  

Model building. The building of computational 

models on the log data, which usually requires 

the input of structured data, can be facilitated 

by the initial extraction of message type 

information. Message types are used to impose 

structure on the unstructured messages in the 

log data before they are used as input into the 

model building algorithm. In [9], [10], the 

authors demonstrate how message types can be 

used to extract measured metrics used for 

building computational models from event 

logs. The authors were able to use their 

computed models to detect faults and 

execution anomalies using the contents of 

server’s system logs.  

Visualization. Visualization is an important 

component of the analysis of large data sets. 

Visualization of the contents of systems logs 

can be made more meaningful to a human 

observer by using message types as a feature of 

the visualization. For the visualization to be 

meaningful to a human observer, the message 

types must be interpretable. This fact provides 
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a strong incentive for the production of 

message types that have meaning to a human 

observer.  

―Connection from 192.168.10.8 port 21‖ 

These four log entries would form a 

cluster (group) or event type in the event log 

and can be represented by the message type 

description (or line format):  

―Connection from * port *‖ 

The wildcards ―*‖ represent message 

variables. We will adopt this representation in 

the rest of our work. Determining what 

constitutes a message type might not always be 

as simple as this example might suggest. 

Consider the following messages produced by 

the same print statement. ―Link 1 is up,‖ ―Link 

1 is down,‖ ―Link 3 is down,‖ ―Link 4 is up.‖ 

The most logical message type description here 

is ―Link * is *,‖ however from an analysis 

standpoint having two descriptions ―Link * is 

up‖ and ―Link * is down‖ maybe preferable. 

The goal of message type extraction is to 

find the representations of the message types 

that exist in a log file. This problem is well 

attested to in the literature but there is as yet no 

standard approach to the problem [9].  

One drawback of the partitional 

clustering is the difficulty in determining the 

optimal number of clusters. Incremental 

clustering is an efficient method and runs in 

linear time to the size of input data set. In most 

related studies, the dissimilarity between two 

clusters is defined as the distance between their 

centroid or the distance between two closest 

data points. Hierarchical clustering algorithms 

create a hierarchical decomposition of data set 

based on some criterion 

Hierarchical clustering algorithms can 

differ in their operation. Agglomerative 

clustering methods start with each object in a 

distinct cluster and successively merge them to 

larger clusters until a stopping criterion is 

satisfied. Alternatively, divisive algorithms 

begin with all objects in a single cluster and 

perform splitting until a stopping criterion is 

met. This problem is a cause for inaccuracy in 

clustering, especially for poorly separated data 

sets. 

Hierarchical Clustering Algorithms 

As its name implies, a hierarchical 

clustering algorithm establishes a hierarchical 

structure as the clustering result. Owing to 

their good quality of clustering results, 

hierarchical algorithms are widely used 

especially in document clustering and 

classification. The outline of a general 

hierarchical clustering algorithm is given 

below: 

1. Initially, each data point forms a 

cluster by itself. 

2. Repetitively merge the two closest 

clusters. 

3. Output the hierarchical structure 

that is constructed. 

Most existing hierarchical clustering 

algorithms are variations of the single-link and 

complete-link algorithms. Both algorithms 

require time complexity of O (n2 log n). 

Where n is the size of the input data set. 

These algorithms differ in the way they 

characterize the similarity between a pair of 

clusters. A single-link clustering algorithm 

differs from a complete-link clustering 

algorithm in the inter-cluster distance measure. 

The single-link algorithm uses the distance 

between the two closest points of the two 

clusters as the inter-cluster distance. 

In either case, two clusters are merged to 

form a larger cluster based on minimum 

distance criteria. The complete-link algorithm 

produces tightly bound or compact clusters. 

The single-link algorithm, by contrast, suffers 

from a chaining effect. It has a tendency to 

produce clusters that are elongated. The 

clusters obtained by the complete-link 

algorithm are more compact than those 

obtained by the single-link algorithm. From a 

pragmatic viewpoint, it has been observed that 

the complete-link algorithm produces more 
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useful hierarchies in many applications than 

the single-link algorithm. 

We focus here on clustering as an 

unsupervised learning process, which attempts 

to represent the partitions of data of unknown 

class origin without feedback or information 

beyond what is inherently gained from the 

data. Its purpose is to _nd underlying groups, 

or clusters, which ideally share similar 

features. Most commonly, the purpose of 

unsupervised clustering is to autonomously 

learn how to best discretize a space with the 

intent of classifying unseen data samples into 

one of several clusters with the assumption that 

commonly classed samples share a common 

features. As class labels are unnecessary for 

training or adjusting parameters, learning here 

implies a presentation of a set of samples that 

need not be segmented into training, test, and 

validation subsets. In this paper, we introduce a 

new approach to incremental or online 

clustering that puts strict restraints on centroid 

estimation and modi_cation in an attempt to 

handle the stability/plasticity dilemma that 

plagues all data-driven systems. As will be 

detailed in the following section, our approach 

augments traditional competitive learning 

clustering algorithms. [1] 

2. EXISTING SYSTEM 

Currently, incremental document 

clustering is one the most effective techniques 

to organize documents in an unsupervised 

manner for many Web applications. This paper 

summarizes the research actuality and new 

progress in incremental clustering algorithm in 

recent years. First, some representative 

algorithms are analyzed and generalized from 

such aspects as algorithm thinking, key 

technique, advantage and disadvantage. 

Secondly, we select four typical clustering 

algorithms and carry out simulation 

experiments to compare their clustering quality 

from both accuracy and efficiency. The work 

in this paper can give a valuable reference for 

incremental clustering research. 

This work is using incremental clustering 

application in extraction of messages from the 

event logs of any system for clustering 

purposes and retrieving relevant information 

from it. The works of the several authors have 

been studied and lot of knowledge has been got 

to propose this work. 

Adetokunbo Makanju et al. [1] have 

specified that Message type or message cluster 

extraction is an important task in the analysis 

of server’s system logs in computer networks. 

Defining these message types automatically 

facilitates the automatic analysis of server’s 

system logs. IPLoM, which stands for Iterative 

Partitioning Log Mining, works through a 4-

step process. The first three steps hierarchically 

partition the event log into groups of event log 

messages or event clusters. In its fourth and 

final stage, IPLoM produces a message type 

description or line format for each of the 

message clusters. IPLoM is able to find 

clusters in data irrespective of the frequency of 

its instances in the data, it scales gracefully in 

the case of long message type patterns and 

produces message type descriptions at a level 

of abstraction, which is preferred by a human 

observer. Evaluations show that IPLoM 

outperforms similar algorithms statistically 

significantly. 

A specialized algorithm such as IPLoM 

can significantly improve the abstraction level 

of the unstructured message types extracted 

from the data. Message types are fundamental 

units in any application log file. Determining 

what message types can be produced by an 

application accurately and efficiently is 

therefore a fundamental step in the automatic 

analysis of log files. Message types, once 

determined, not only provide groupings for 

categorizing and summarizing log data, which 

simplifies further processing steps like 

visualization or mathematical modeling, but 

also a way of labeling the individual terms 

(distinct word and position pairs) in the data. 

Rui Xu et al. [2] have researched on 

Swarm intelligence has emerged as a 

worthwhile class of clustering methods due to 

its convenient implementation, parallel 

capability, ability to avoid local minima, and 

other advantages. In such applications, 
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clustering validity indices usually operate as 

fitness functions to evaluate the qualities of the 

obtained clusters. However, as the validity 

indices are usually data dependent and are 

designed to address certain types of data, the 

selection of different indices as the fitness 

functions may critically affect cluster quality. 

Here, we compare the performances of eight 

well-known and widely used clustering 

validity indices, namely, the Cali ´nski–

Harabasz index, the CS index, the Davies–

Bouldin index, the Dunn index with two of its 

generalized versions, the I index, and the 

silhouette statistic index, on both synthetic and 

real data sets in the framework of differential-

evolution–particle-swarm-optimization 

(DEPSO) - based clustering. DEPSO is a 

hybrid evolutionary algorithm of the stochastic 

optimization approach (differential evolution) 

and the swarm intelligence method (particle 

swarm optimization) that further increases the 

search capability and achieves higher 

flexibility in exploring the problem space.  

This paper introduces a new hybrid 

cluster validity method based on particle 

swarm optimization, for successfully solving 

one of the most popular clustering/classifying 

complex datasets problems. The proposed 

method for the solution of the clustering/

classifying problem, designated as PSORS 

index method, combines a particle swarm 

optimization (PSO) algorithm, Rough Set (RS) 

theory and a modified form of the Huang index 

function. In contrast to the Huang index 

method which simply assigns a constant 

number of clusters to each attribute, this 

method could cluster the values of the 

individual attributes within the dataset and 

achieves both the optimal number of clusters 

and the optimal classification accuracy. The 

validity of the proposed approach is 

investigated by comparing the classification 

results obtained for a real-world dataset with 

those obtained by pseudo-supervised 

classification BPNN, decision-tree and Huang 

index methods. [3] 

A predictive model is required to be 

accurate and comprehensible in order to inspire 

confidence in a business setting. Both aspects 

have been assessed in a software effort 

estimation setting by previous studies. 

However, no univocal conclusion as to which 

technique is the most suited has been reached. 

The results are subjected to rigorous statistical 

testing and indicate that ordinary least squares 

regression in combination with a logarithmic 

transformation performs best. Another key 

finding is that by selecting a subset of highly 

predictive attributes such as project size, 

development, and environment related 

attributes, typically a significant increase in 

estimation accuracy can be obtained. [4] 

High impact event represents the 

information which is frequently used. The 

frequently used information is maintained in 

different clusters such that it can be accessed 

quickly without involving much searching 

time. Clustering methods are one of the key 

steps that lead to the transformation of data to 

knowledge. Clustering algorithms aims at 

partitioning an initial set of objects into disjoint 

groups (clusters) such that objects in the same 

subset are more similar to each other than 

objects in different groups. [5] 

In this paper we present a generalization 

of the k-Windows clustering algorithm in 

metric spaces by following a selective Repeat 

ARQ protocol having fixed window size for 

accurate information transmission. The 

original algorithm was designed to work on 

data with numerical values. The proposed 

generalization does not assume anything about 

the nature of the data, but only considers the 

distance function over the data set. The 

efficiency of the proposed approach is 

demonstrated on msnbc data sets. [5] 

3. PROPOSED SYSTEM 

Since event logs are the huge set of 

datasets and grow rapidly as the system 

processing goes on, therefore, for extraction of 

data from it is variable and should grow by the 

time. In this work, it is being proposed to apply 

the incremental clustering to extract the data 

from the event log as per the characteristics 

provided by the users of the system. 
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Incremental Clustering requires initial 

clusters to be decided in advance i.e. they must 

pre exist for processing. If the initial clusters 

are to be fixed, then there are several ways it 

can be achieved. The algorithm being proposed 

is a dynamic and novice algorithm for deciding 

the initial clusters dynamically. In this work I 

am offering to create clusters dynamically after 

Initially the user will choose a few 

characteristics to decide the initial clusters. 

 Data will be incrementally clustered 

into the user defined clusters  

 User can add any more clusters 

dynamically in the system by adding 

additional characteristics. 

 Now data will be clustered in 

increased number of clusters 

incrementally. 

 As the data will grow, user can 

restart the clustering mechanism to 

add the increased data in particular 

clusters. 

The algorithm can be viewed as per the 

following flow chart: 

Figure 1: Flow Chart indicating the flow of processing 

to be done for implementation of the proposed 

algorithm 

4. RESULTS 

An implementation of the proposed 

algorithm has been done and dataset of a 

college server system log has been used to 

draw the result and readings and the graphs 

drawn from the results are as follows: 
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Table 1: Readings taken by running the proposed algorithm 

 

S

N

O 

CLUS-

TER 
TO-

TAL 
TP FP FN PRECISION RECALL F-Measure 

1 SBCore 3667 2115 1552 603 0.576765748568312 0.778145695364238 0.662490211433046 

2 Print 101 101 0 43 1 0.701388888888889 0.824489795918367 

3 
Service 

Control 

Manager 
3631 3067 564 1357 0.844670889562104 0.693264014466546 0.761514587212911 

4 
TermServ-

Licensing 
1919 1241 678 0 0.646690984887963 1 0.785443037974684 

5 
SMTPSV

C 
764 603 161 0 0.789267015706806 1 0.88222384784199 

6 
Applet-

Talk 
1918 597 1321 1 0.31126173096976 0.998327759197324 0.47456279809221 

7 IPSec 1511 1203 308 0 0.796161482461946 1 0.886514369933677 

8 E100 2505 1287 1218 0 0.51377245508982 1 0.67879746835443 

9 LPDSVC 599 599 0 0 1 1 1 

10 
AeLook-

upSvc 
2519 599 1920 0 0.237792774910679 1 0.384220654265555 
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Table 2: Readings of the various 

algorithms alongwith proposed work 

 

Table 3: Percentage of Records 

available through various algorithms 

 

Following results have been drawn using 

the various readings taken as above. 

 

Figure 2: Value of Recall for various algorithms 

 
Figure 3: Value of Precision for various algorithms 

 
Figure 4: Value of F-Measure for various algorithms 

Value of the recall, precision & F-

Measure for the various algorithm alongwith 

proposed work in this paper depicts that the 

proposed work is having high values in all 

three graphs and hence the proposed work is 

concluded to be more accurate in all of these 

terms. 

 
Figure 5: Frequency of items in each Clusters  
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