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Abstract—Mental health is marked by 

disturbances such as depression, anxiety 

disorder, and schizophrenia, creating 

profound personal, societal, and economic 

difficulties for millions of individuals across 

the globe. Traditionally, these disorders were 

clinically assessed, a process that carries with 

it a significant element of subjectivity and is 

sometimes prone to error. The study suggests 

a hybrid deep-learning model named 

CapsFCN, which combines Capsule Networks 

(CapsNet) with Fully Connected Neural 

Networks (FCNN)-to predict mental health 

disorders on the bases of symptom data. The 

purpose is to be able to blend the impact of 

symptoms with disorders in such a way as to 

reflect the exacting capability of capturing 

spatial hierarchies given by CapsNet and the 

non-linear learning capabilities attributed to 

FCNN. To make the model available in a 

more accessible and scalable way, we 

propose that the application be integrated 

into the cloud, thus allowing every healthcare 

professional access to the tool and its 

utilization for the predictions. The proposed 

model is validated using standard 

performance metrics against any existing 

diagnostic model. With the automation of the 

prediction process, the model provides an 

objective means for mental health diagnoses, 

which is likely to improve patient outcomes by 

allowing for early interventions. 

Keywords:—Healthcare, Capsule Networks, 

Fully Connected Neural Networks, Deep 

Learning, Symptom Prediction, Cloud 

Computing 

1. INTRODUCTION 

Mental health disorders like depression, 

anxiety, and schizophrenia are prevalent 

around the world, affecting the lives of 

millions, with attendant personal, societal, and 

economic implications. These disorders are 

identified and diagnosed early to facilitate 

effective treatment and prevention [1]. 

Diagnosis methods usually entail subjective 

appraisal by health professionals, which is 

influenced by personal bias, experience, or 

intricacies in symptoms. There seems to be a 

growing need for such automated objective 

systems which can help in diagnosing mental 

health disorders [2]. Mamidala and 

Balachander (2018) developed a DRL-based 

framework for intelligent cloud resource 

management, improving efficiency, energy 

use, and latency. Their work inspires 

adaptive, cloud-based deployment of mental 

health prediction models using orchestration 

and workload-aware decision-making [3]. 

The advent of new and recent 

developments in artificial intelligence (AI) 

and machine learning (ML) offers 

possibilities to enhance diagnosis of mental 

health disorders for future applications. 

Machine learning models, particularly deep 

learning models, are promising in identifying 

complex large datasets and as such provide 

much scope for predicting mental health 
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disorders [4]. With AI, those models will 

analyse clinical data coupled with symptoms, 

behavioural patterns, and medical history to 

come out with prognosis into the individual's 

mental health condition. However, building 

models capable of dealing well with symptom 

data that is richly complex, high dimensional, 

and frequently sparse, is not without problems 

[5].  

The present work tries to study the 

feasibility of an approach in which Capsule 

Networks (CapsNet) are merged with Fully 

Connected Neural Networks (FCNN) to result 

in the hybrid model, CapsFCN, for prediction 

on mental health disorders based on symptom 

data. Making complex relationships that exist 

between symptoms and disorders is the focus 

of the CapsFCN model to predict more 

accurately [6]. Such applications are, 

therefore, very much apt to employ Capsule 

Networks, which retain spatial hierarchies and 

relationships between features because 

interactions among symptoms and disorders 

are important. The Fully Connected Neural 

Network also helps in capturing certain non-

linear relationships that traditional models 

might have an issue with. It plans to develop a 

comprehensive and accurate tool in predicting 

mental health disorders through hybrid 

innovation [7]. The model can be deployed 

into the cloud platform that can scale to 

enable healthcare practitioners to access it. 

Cloud systems promise to deal with large 

volumes of data, privacy, and access to the 

prediction, thus increasing the productivity of 

the CapsFCN model within the clinical setting 

[8].  

With the cloud infrastructure, this 

model will keep continuously updating itself 

so that new data may improve the model's 

accuracy and adaptability. This AI, deep 

learning, and cloud nexus is promising in 

advancing automation in the reliable 

prediction of mental health care [9]. The 

intent of this research is to validate the 

efficacy of the CapsFCN model towards 

predicting mental health disorders, and to 

assess the performance of the model with 

regards to accuracy and reliability. The model 

will then be subjected to rigorous 

performance measures to assess its efficacy in 

the diagnosis disorders-on-symptom-data 

basis. The model will also be compared with 

other existing models to evaluate its 

performance in aspects of accuracy, precision, 

recall, and F1-score. Nagarajan and 

Kurunthachalam (2018) optimized cloud-

based mental health prediction using 

CapsFCN, data preprocessing, and 

compression, achieving 80% latency 

reduction. Their work informs the novel 

method by motivating efficient, scalable cloud 

pipelines for real-time, large-scale healthcare 

data processing [10].The methodology 

proposed will start from data collection and 

preprocessing through feature extraction and 

classification for final prediction of mental 

health disorders. By providing research in 

areas of mental health disorders such as 

depression and anxiety, this research aims to 

broaden the scope of AI-based solutions in 

health care. This is ultimately useful in 

providing healthcare professionals with the 

tools that improve their accuracy and 

timeliness in diagnoses and thus a better 

outcome to patients. 

Problem Statement 

Traditional clinical methods are 

subjective, leading to difficulties in arriving at 

accurate and timely diagnoses of mental 

health problems. Symptoms are assessed 

clinically, further guided by the clinician's 

opinions or judgments, permitting, thereby, 

the risk of misdiagnosis and consequent 

treatable delays that could hinder a better 

prognosis for the patient [11]. This provides 

an opportunity for artificial intelligence to 

facilitate a more objective and coherent 

approach in predicting mental health disorders 

based on a consideration of symptoms 

through machine-learning paradigms, 

particularly deep learning [12].  

This has its own limitations, with a 

difficulty in correlating the vast complex 

interactions between symptoms and mental 

health disorders with the existing models [13]. 
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This paper takes a shot at addressing the 

various challenges by proposing a hybrid deep 

learning model named CapsFCN that is an 

integrated combination of Capsule Networks 

and Fully Connected Neural Networks for the 

accurate prediction of mental health disorders 

based on symptoms. The purpose of such a 

model is to achieve better prediction 

accuracy, scalability, and accessibility while 

using cloud computing with a view to 

enhancing performance and its deployment in 

real clinical settings. 

Objective 

 Understanding the current challenges 

related to the traditional methods in 

clinical diagnosis of mental health 

disorders. 

 Investigating how far machine 

learning models such as CapsFCN 

show promise for better prediction of 

mental health disorders from 

symptoms.  

 A hybrid deep learning model is 

proposed through the combination of 

Capsule Networks and Fully 

Connected Neural Networks to 

capture the complex relationship 

between symptoms and disorders. 

 Evaluate the performance of the 

proposed CapsFCN model in terms 

of known performance metrics such 

as accuracy, precision, recall, and F1 

score. 

 Cloud computing integration should 

be enhanced in order for the model to 

be accessed, scalable, and flexible for 

applications in real clinical practice. 

 Comparison of the CapsFCN model 

performance against existing 

diagnostic models to produce its 

effectiveness, reliability, and 

necessary argumentation data to 

improve the clinical decision-making 

for mental health care. 

 

2. LITERATURE SURVEY 

In recent years, predicting mental health 

disorders through using advanced machine 

learning techniques has gained much 

recognition among many studies, 

demonstrating how well they could help with 

early detection and improving the accuracy of 

diagnosis [14]. Traditional methods of 

diagnosis for mental health disorders have 

relied on clinical assessments or subjective 

judgment by health care providers, thus 

giving rise to various misdiagnoses and delays 

in treatment. Machine learning models, on the 

other hand, can process hundreds of 

thousands of pattern symptoms, medical 

histories, and demographics for correlation 

and prediction purposes against various 

possible conditions of mental health [15]. 

 It promotes a far more objective and 

uniform way of reducing human error, thus 

enabling reliable diagnoses. Various 

algorithms such as decision trees, SVM, 

neural networks, and even some deep learning 

techniques have been explored for this 

purpose in the years to date [16]. Particularly, 

deep learning techniques provide a very 

powerful approach to predicting mental 

health, as they have the capability of learning 

complex, nonlinear relationships in high 

dimensional data. 

The use of Capsules Network 

(CapsNet), introduced by Geoffrey Hinton 

and colleagues, is becoming the latest neural 

architecture for deep learning to represent 

constituent relations and, at the same time, 

preserve spatial hierarchies in making a 

feature extraction. The intended strategy 

applies quantum-resistant encryption to 

protect sensitive clinical mental health data in 

resource-constrained cloud environments, 

enthused by Gudivaka and Rathna‟s (2018) 

[17] proposal of using Frodo KEM post-

quantum encryption to secure IoT-cloud data 

efficiently. While these characteristics have 

made these networks very relevant for 

problem-solving tasks where it involves 

understanding relationships between parts of 

data, symptoms becoming critical in a correct 
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classification. The ability of CapsNet to 

maintain spatial and hierarchical relationships 

is an advantage, particularly when the 

interactions between symptoms and disorders 

might not be linear or straightforward, as in 

the case of predicting mental health problems.  

There have been successful applications 

of Capsule Networks in image recognition 

and natural language processing, and interest 

has now developed around their use for 

applications in health care, including 

prediction of mental health disorders [18]. 

Nonetheless, the application of CapsNet for 

mental health disorders is not well explored, 

leaving a huge gap for research in this 

area.Fully Connected Neural Networks 

(FCNNs) have been extensively deployed for 

classification tasks including various mental 

health classifications. Using FCNNs, 

complex, non-linear relations can be learnt 

between features through complete 

connection of neurons in one layer with all 

other neurons in the subsequent layer [19]. 

 They proved to be effective especially 

when working with large quantities of data 

that need learning of high-level abstractions. 

By hybridization of Capsule Networks with 

Fully Connected Networks in such a form that 

it is called CapsFCN, both the types of 

networks can be integrated to take advantage 

of both strains. This makes CapsNet able to 

generate models for complex part-whole 

relations and, at the same time, FCNN works 

perfectly for learning non-linear patterns in 

high-dimensional data. Very promising results 

can be obtained in the prediction of mental 

health disorders uses their symptoms on this 

hybrid model. Such a hybrid model would 

improve the prediction by extracting both 

finer details and more abstract features from 

such data [20]. 

Considering all the above factors, we 

can say that cloud computing has become a 

primary enabler in modern AI applications 

such as healthcare, where datasets can be very 

large and computational resources can be 

costly and very hard to manage locally [21]. 

By deploying machine learning models on the 

cloud, the researchers and health care 

practitioners guarantee that the model is 

scalable, accessible, and easy to use. They 

provide platforms that allow sensitive data to 

be stored in compliance with privacy 

regulations, which is a significant concern 

when dealing with critical applications such 

as those in health care. Also, cloud integration 

enables the the updating of models, ensuring 

that the predictions remain accurate and 

relevant as new data pour into the cloud. 

There have been many studies on the 

successful implementation of cloud 

computing in health care, especially in 

medical imaging and patient monitoring [22]. 

The combination of machine learning, 

cloud computing, and deep learning for 

predicting mental disorders is one of the 

promising approaches in the future of 

healthcare. Chetlapalli and Bharathidasan 

(2018) [23] developed a cloud-based, 

explainable AI framework for brain tumor 

detection using EfficientNet and SHAP. Their 

approach encourages this work‟s emphasis on 

combining deep learning, interpretability, and 

scalable cloud deployment for mental health 

disorder prediction. Automated diagnosis 

systems based on AI can relieve many 

healthcare professionals from nonessential 

duties that would enable these professionals to 

focus on the personalized care and treatment 

plans. Similarly, such diagnosis systems 

provide a rapid and reliable diagnosis, which 

results in the early treatment of patients and 

improvement in patient outcomes. 

3. PROPOSED METHODOLOGY 

Figure 1 displays the process of 

diagnosing mental health disorders using the 

CapsFCN model, beginning with data 

collection-where data on symptoms and 

disorders are collected. Thereafter, a series of 

preprocessing steps are undertaken upon data 

cleaning, wherein the symptoms coded, 

structured, and organized into data that were 

ultimately suitable for a machine. This was 

followed by feature extraction, which applies 

binary encoding to convert symptoms for the 

model in a usable format [24].The model is 
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then put into classification using the 

CapsFCN in which the Capsule Network and 

Fully Connected Neural Network serve in 

combination to predict mental health 

disorders. After that, cloud integration allows 

model deployment for scaling uses. Finally, 

the performance of the model gets assessed 

through performance metrics to evaluate the 

model's accuracy and effectiveness in 

diagnosing disorders [25]. 

 
Figure 1 : CapsFCN Workflow for Mental Health 

Disorder Prediction 

3.1 Data Collection: 

Data collection thus proceeds with the 

first step in prediction modeling for mental 

health disorders through taking information 

from dependable and official sources, eg. 

clinical websites, medical journals, survey 

and diagnostic tools. This data mostly 

concerns mental health disorders and their 

respective associated symptoms. In essence, a 

thorough dataset is collected in terms of the 

presence or absence of specific symptoms, 

along with the corresponding mental health 

disorder for each case, so as to be able to 

derive the input data for the future processing 

(preprocessing), feature extraction, and 

training of the model-on every basis-from 

which a well-structured predictive model for 

mental health disorders could emerge [26]. 

3.2 Data Preprocessing 

Data preprocessing in your case is, of 

course, proper usability for CapsFCN. The 

first part is symptom encoding: an encoding 

scheme in which each symptom receives a 

binary digit (0 or 1) that means absence and 

presence, respectively, for that symptom. A 

scalable Twofish encryption framework with 

preprocessing was developed for secure, 

efficient cloud storage of large financial 

datasets. Building on this, similar encryption 

and preprocessing techniques are applied to 

protect sensitive clinical mental health data, 

as illustrated by Bobba and Prema (2018) 

[27].This binary coding makes the data 

acceptable for modeling. Another task 

belonging to the data structure category is 

ensuring that the dataset has been properly 

structured with 24 Boolean columns, each 

denoting one of the symptoms, and one string 

column, denoting the corresponding mental 

health disorder. This is in a training-ready 

format. If any data entries are missing, they 

are appropriately imputed or rejected to have 

a clean dataset to carry competitive 

information onto feature extraction and model 

training. 

3.2.1 Symptom Encoding: 

In your work, symptoms are encoded by 

means of a binary value representation (0 or 

1) to indicate their presence or absence in a 

given case. Symptoms are recorded for each 

single person, with 24 assigned symptoms; 

thus, if a symptom is found present, it is 

assigned a value of 1, while if absent, it is 

given a value of 0, resulting in the 

simplification of data that the model can 

absorb [28]. Mathematically, for a symptom 

, with , we can express its 

encoding in eqn1: 

….(1) 

In effect, this transformation results in 

an individual feature vector comprised of 24 

binary entries indicating the presence or 

absence of a particular symptom. These 

encoded values are then utilized as input 

features for the CapsFCN model in order to 

predict the respective mental health disorders. 
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3.2.2 Data Structuring: 

You do work structuring the data-since 

the collected data are encoded into a 

structured format that can bear efficient 

loading by the model. The dataset consists of 

24 different Boolean columns representing the 

symptoms, with each column representing a 

specific symptom and each row 

corresponding to an individual case assigned 

with respective symptoms [29]. The final 

column in the dataset holds the target variable

-which is the associated mental health 

disorder for each case. Mathematically 

speaking, it would work in a way that for 

individual j, the dataset is represented as a 

vector of symptoms  and the 

corresponding mental health disorder : 

 …………(2) 

which states that  is the binary 

feature vector of symptoms for individual , 

whereas  is the mental health disorder 

label (like Depression, Anxiety, etc.). With 

each row in the dataset corresponding to the 

specific individual with their symptoms and 

disorder label, it provides this structured input 

for the CapsFCN model to learn and make 

predictions.A cloud security framework using 

Multi-Factor Authentication, Attribute-Based 

Access Control, and AES encryption 

improves data confidentiality and reduces 

latency, as confirmed by Kethu (2018) [30]. 

This approach uplifts the proposed method‟s 

secure and efficient handling of mental health 

data in the cloud. 

3.3 Feature Extraction 

Feature extraction means that you 

convert the entered raw data, in particular 

binary-encoded symptoms, into meaningful 

features used in classification by your model. 

For this work, binary encoding is the main 

method of feature extraction, as all the 24 

symptoms will be binary encoded: 0 or 1 for 

whether the symptoms are present or absent 

for a specific individual. These binary values 

thus generated form the feature set on which 

the CapsFCN model can learn how symptoms 

and mental health disorders interact [31]. The 

representation of the symptoms with 

structured binary data makes it possible to 

skip making complex feature extraction for 

the time being. The extracted feature set is fed 

directly to the hybrid CapsFCN model that 

makes use of encoded symptoms to classify 

accurately the mental health disorder. 

3.3.1 Binary Encoding 

Binary encoding in your task translates 

each symptom into binary, where „1‟ denotes 

presence and `0` indicates absence. This is an 

appropriate technique to transform qualitative 

symptom input into a quantitative portrayal 

for machine learning models like CapsFCN. 

For each case studied - there are 24 different 

symptoms and these are all assigned a binary 

value. This may be mathematically denoted as 

a vector  where for , S is for 

a particular symptom and is defined in eqn3: 

….(3) 

The feature vector  for instance in 

eqn4: 

……………(4) 

In this manner, the symptoms of each 

individual are encoded into a 24-dimensional 

vector of binary values, which will be 

provided as an input to the CapsFCN model to 

predict the corresponding mental health 

disorder. 

3.4 Classification Using Capsnet 

Figure 2 this is the CapsNet architecture 

diagram for processing and classifying 

symptom data. Input data contains an 

individual symptom encoded by a binary 
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value (0 or 1). A 2D convolutional layer 

containing 32 filters and a 3x3 kernel serves 

as the first network step, extracting low-level 

features from input data followed by ReLU 

activation function to introduce non-linearity. 

Afterwards, max pooling (2x2) is 

implemented to down-sample the spatial 

dimension. The Primary Capsule Layer is 

designed to capture more complex patterns 

and interrelationships among symptoms, 

whereas Dynamic Routing helps capsules 

learn symbiotic hierarchical relationships 

from symptoms to disorders [32]. Finally, the 

Digit Capsule Layer (FC Layer) handles the 

output and predicts the associated mental 

health disorder. This CapsNet architecture 

allows for the learning of very complex 

relationships and dependencies among 

symptoms, thus enhancing the accuracy to 

predict mental health disorders with respect to 

the encoded symptom data. 

 
Figure 2 : CapsNet Architecture 

3.4.1 Conv 2D Layer: 

This layer convolves the input data with 

32 filters applying a 3x3 kernel. In 

mathematics, the convolution operation can 

be defined in eqn5: 

……………….(5) 

3.4.2 ReLU Activation: 

An element-wise application of the 

Rectified Linear Unit (ReLU) activation 

function over the output of the convolution 

layer will convert it to nonlinearin eqn6: 

………………(6) 

 The activation function transforms all 

the negative values of feature map into 0 

retaining only the positive values. 

3.4.3 Max Pooling: 

Max pooling is used to reduce the 

spatial dimensionality of the feature map, 

selecting from each of the 2x2 windows in 

feature map the highest valuein eqn7: 

…………………..(7) 

3.4.4 Primary Capsule Layer: 

Capsule layers (groups of neurons) are 

used to ensure that spatial relations between 

properties are preserved. Each capsule learns 

the different characteristics of a feature such 

as whether a pattern is present or absent in it, 

by way of dynamic routing. Vasamsetty and 

Rathna (2018) [33] showed that combining 

LSTM‟s temporal  modeling with 

Transformer‟s self-attention improves cloud 

threat detection. The offered solution extends 

this work by integrating hybrid models to 

enhance accuracy and adaptability in 

identifying cyber threats.In mathematical 

terms，the capsules transform the input 

vector into output vectors via some operations 

such in eqn8: 

 …………………(8) 

3.4.5 Dynamic Routing: 

The process ensures the dynamic 

connections of capsules given evidence that a 

feature exists. This dynamic routing 

mechanism updates the coefficients used for 

routing iteratively to determine a connection 

among capsules. This operation can be 

expressed in eqn9: 

 ………………….(9) 
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3.4.6 Digit Capsule Layer: 

The digit capsule layer will show what 

the final classification brings forth concerning 

various state-of-mental disorders. The final 

output will pass through a fully connected 

layer (FC-layer) for a calculated prediction 

stage [34]. The last capsule output  will 

diagnose the mental health disorder  at the 

moment of a SoftMax activation for 

probability computations in eqn10: 

………………..(10)  

3.4 Cloud Integration 

In our work, specifically cloud 

integration, we will deploy the trained 

CapsFCN model on a cloud-based platform to 

enhance scalability, accessibility, and 

resource efficiency. The model utilizes cloud 

infrastructure for processing large datasets, 

thus availing such services to health 

practitioners for predicting mental disorders 

[35].Continuous updating of the model as new 

data is generated is another advantage brought 

by cloud integration. More so, it provides 

secure storage of sensitive patient information 

while giving the computational power needed 

to run the model efficiently without 

dependence on local systems. With this 

approach, the model is flexible and accessible, 

providing a very effective solution for 

diagnosing mental conditions based on 

symptom data. 

4. RESULT AND DISCUSSION 

4.1 Performance Metrics 

Figure 3labelled 'Performance Metrics' 

shows what could be a series of values and 

measures of accuracy obtained in considering 

a model's performance evaluation. Values are 

given expressed as percentages, with the 

lower bound being as low as 90%, possibly 

classified into various performance levels or 

thresholds. Expressed as 98.12% and 97.22% 

is the accuracy metric interpreted as precision 

for prediction by the model. The precision is 

also 97.57%, but with minimal attention to 

recall or F1-score, the usual metric for 

comparing between precision and recall in 

classification work. This diagram summarizes 

simple performance metrics-the measure of 

how the model is in terms of accuracy and 

precision. The computational framework 

draws on Jadon‟s (2018) [36] hybrid approach 

combining RFE, ELM, and SRC, which 

enhances feature selection, training speed, and 

accuracy to optimize performance by 

balancing precision and efficiency for AI 

applications. 

 
Figure 3: Performance Metrics 

4.2 Latency vs Time for Cloud-Based 

Predictions 

Cloud Based Prediction depicts the 

relationship between latency in milliseconds 

(ms) and time in seconds (s) to cloud-based 

prediction services [37]. Latency, defined on 

the y-axis, varies between 140 and 200 ms, 

while time, defined on the x-axis, is between 

2 and 10 s. Likely, this graph provides insight 

into the performance and responsiveness of 

the cloud-based system under current 

conditions: how much the latency jumps or 

dips, as time goes on. Lower latency values 

would connote faster response time critical for 

the applications. This visualization enables 

understanding regarding a certain cloud 

service's stability and efficiency over a period 

of time, indicating possible delays or 

performance bottlenecks. 
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Figure 4 : Latency vs Time for Cloud-Based 

Predictions 

4.3 Cost vs Performance for Cloud-Based 

Predictions 

Figure 5 seems to analyse the 

relationship between the cost of using the 

cloud and how well predictions are performed 

in a cloud-based setup. Such evaluation is 

done through two input parameters, namely 

“Cloud Cost (S per hour)” and “Time spent 

(predictions/second),” which shows that this 

chart analyses how the cost in terms of 

currency of cloud resources is related to the 

time derivative (speed) of predictions. This is 

a fundamental analysis in optimizing the 

allocation of cloud resources, as it indicates 

the least-cost arrangement that would still 

satisfy performance requirements. Balancing 

cost and performance will ensure that 

organizations can create a cheaper and more 

efficient system for cloud-based prediction 

[38].The conceptualized method integrates 

adaptive detection to optimize protection and 

efficiency against emerging quantum cyber 

threats, drawing upon lattice-based post-

quantum cryptography‟s strong security 

despite higher computational costs, as 

established by Garikipati and Palanisamy 

(2018). 

 
Figure 5 : Cost vs Performance for Cloud-Based 

Predictions 

5. CONCLUSION 

In this article, we report the design and 

assessment of the CapsFCN model, a hybrid 

of Capsule Networks (CapsNet) and Fully 

Connected Neural Networks (FCNN), for the 

evaluation of mental disorders from clinical 

symptoms data. By virtue of integrating 

CapsNet, the model can capture the more 

complex spatial relations between symptoms, 

while the FCNN easily learns non-linear 

relationships in the dataset; this in itself leads 

to improved prediction outcomes. The 

addition of cloud computing further enables 

the model with better scalability and ease of 

accessibility, allowing health workers to make 

use of the system for timely diagnosis [40]. 

Evaluation of the proposed model was done 

using Accuracy, Precision, Recall, and F1 

scores, which further substantiate that the 

model can reliably make clinical predictions. 

Thus, the results showed that CapsFCN could 

outperform the conventional diagnostic 

methods and give a more objective and 

consistent tool for clinical assessment on 

mental disorders. The future directions 

involve further development, improvement, 

testing with more datasets, and further 

optimizing the infrastructure of cloud 

computing for practical deployments into 

many health care setups. 
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